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ABSTRACT  

Recently it is identified that computer modeling of nucleation boiling in thin film of thickness in 
the order of  70 �m will provide valuable information in the design of experiments for spray 
cooling. Further work on computer modeling of vapor bubble growth in thin film of liquid 
considering both vapor and liquid in the computational region and preliminary work on the effect 
of droplet impact on thin liquid film is reported. The modifications to the incompressible Navier-
Stokes equation to consider surface tension are detailed. The free surface movement is modeled 
using level set method. The detail of the phase change process using the level set method is 
described. The governing equations are solved using the finite difference method. The computed 
heat transfer during vapor bubble growth in thin film and impact of liquid droplet on thin film is 
reported.  The flow pattern and temperature distribution at different times are graphically 
presented.  

INTRODUCTION  

Spray cooling is a high flux heat removal technique considered for high power systems such as 
advanced lasers. The spray cooling with phase change and droplet impact can achieve heat fluxes 
up to 1000 W/cm2 as reported by Yang et al.1. Several experiments have been conducted using 
spray cooling in recent years2-4 and various designs of spray cooling devices are emerging. 
Theoretical understanding of the spray cooling heat acquisition phenomena is still in its infancy 
and a focused effort to develop a comprehensive numerical model is a prime importance to this 
field.  
 
Recently Selvam5 and Selvam et al.6 identified that computer modeling of nucleation boiling in 
thin film in the neighborhood of 70 �m will provide valuable information in the design of 
experiments for spray cooling. A survey on current status of computational modeling of spray 
cooling is presented. Details of methods to solve multiphase flow are reported. Preliminary 
computation of a growing of vapor bubble in thin film of liquid and the transient heat transfer on 
the wall are reported. They identified that high heat transfer takes place during the impact of 
liquid droplet on thin liquid film where vapor bubble is growing. Further work on computer 



    

modeling of vapor bubble growth in thin film of liquid is reported here. This work considers both 
vapor and liquid in the computational region. Selvam et al. 6 concluded from their study that 
when the vapor bubble grows on a hot wall, the heat transfer from the wall gets reduced. The 
vapor bubble growth and movement from the wall are investigated to see the effect on heat 
transfer rate. Preliminary results on the effect of droplet impact on thin liquid film with growing 
vapor bubble are presented. 

NUMERICAL FORMULATION FOR MULTIPHASE FLOW USING LEVEL SET 
METHOD  

 
For a survey on numerical techniques used to model multiphase flow and their advantages and 
disadvantages one can refer to the literature 5-7. Here, for computer modeling of  liquid and vapor 
during nucleate boiling, the level set method introduced by Sussman et al.8 for bubble dynamics 
which was modified by Son and Dhir9 to accommodate the effect of phase change is used. The 
interface separating the two phases is captured by a function � which is defined as a positive or 
negative distance from the interface. Similar to Son and Dhir9 and Son et al.10 the negative sign is 
chosen for the vapor phase and the positive sign is chosen for the liquid phase. For more details 
on the level set method and it application one can refer to Sethian11 and Osher and Fedikw12. The 
extensive application of the level set method in various areas of science and engineering are 
illustrated with their basic development in the above two books.  

GOVERNING EQUATIONS 

In this model, the fluid properties including density, viscosity and thermal conductivity are 
constant in each phase and the flow is assumed to be incompressible. The Navier- Stokes 
equations considering the effect of surface tension, gravity and phase change at the interface are 
as follows: 
 
�(�t u +u.  u) = - p+ �g- �� H + .�  u + .�  uT    (1)
 
�cpl(�t T +u.  T) = .k T   for H>0      (2) 
 
T=Tsat (pv) for H = 0 
 

 u = m . �/ �2          (3) 

where : � = �v + (�l- �v)H.        (4) 
 
The value of � and k are calculated using the similar relation in Eq. (4). Here: 
 
H= 1 if � �  1.5 h        (5) 
   = 0 if � � -1.5h 
   = 0.5+ �/ (3h) + sin[2	 �/(3h)]/(2	)  if    |�|  �1.5h 



    

 
where h is a grid spacing. The Eq. (5) implies that the interface separating two phases is replaced 
by a transition region of finite thickness. The volume source term included in the continuity 
equation (3) due to liquid-vapor phase change is derived from the conditions of mass continuity 
and energy balance at the interface: 
 
m = �(uint-u)=  k T/hfg         (6) 
 

In the level set formulation, the level set function �, is advanced and reinitialized as: 
 
�t � = - uint .  �         (7) 
 
�t � = �o (1- |  �|) /
( �o

2+ h2)      (8) 
 
where �o is a solution of Eq. (7). 
 
The surface tension effect is considered in the momentum equation by using a step function H 
(H=0 in the vapor and 1 in liquid) and � is the interfacial curvature expressed as: 
  
� =  . (  �/|  �|)         (9) 
   = (�y

2 �xx- 2 �y �y �xy + �x
2 �yy)/( �x

2+ �y
2)3/2 for 2D 

 
Here subscripts are differentiation with respect to �. The surface tension force, - �� H is 
implemented in the volume form to avoid the need for explicit description of the interface 
(Brackbill et al.13). 

NONDIMENSIONAL FORM OF THE GOVERNING EQUATIONS 

The nondimensional form of the above set of equations is derived using the characteristic length 
lr , velocity ur, time tr and dimensionless temperature T*. They are defined as follows: 
 
lr = 
�/g(�l- �v), ur = 
glr ,  tr =  lr / ur  and  T*

 = (T-Tsat)/(Tw-Tsat).   (10) 
 
The reference values are taken in such a way that the gravity force becomes unity that is Froude 
number equal to 1 and the Weber number (We) is just above 1.0 if the density ratio of the liquid 
to vapor is larger. In addition, considering �, k, � and cp of liquid as reference values, the 
nondimensional equations without their superscripts are expressed as follows: 
 
 �(�t u +u.  u) = - p+ �gy - � H/We + ( .�  u + .�  uT )/Re (11)
 
�cpl(�t T +u.  T) = ( .k T)/Pe   for H>0     (12) 
 

 u =  Ja k T . �/ (Pe �2 )       (13) 
 



    

uint = u + Ja k T/ (Pe � )       (14) 
 
where: Re = �l ur lr /�l , We =  �l ur

2 lr / � ,  Ja = cpl �T/ hfg ,  Pr =  cpl �l /kl  and 
Pe = Re Pr =  �l ur lr cpl /kl . Here gy represents unit gravitational force in the y-direction. In the 
equations 11 to 14, �, k, � and cp are dimensionless with respect to the reference values. 

BOUNDARY CONDITIONS 

The boundary conditions for the governing equations are shown in Figure 1 and also given 
below: 
 
At the wall (y=0): u = v = 0, T = Tw, �y = 0. At the planes of symmetry ( x=0 and x= xmax): u = 
vx = Tx = �x  =  0. At the top of the computational domain (free surface, y= ymax): uy = vy = �y = 
0, T = Tsat 

 

 
 

Figure 1. Boundary conditions and the location of the variables stored in staggered grid 
system 

NUMERICAL SOLUTION 

The governing equations Eq. (1), (2), (3), (7) and (8) combined together are highly nonlinear. 
The equations are discretized using finite difference method on a staggered grid system in which 
all the variables except pressure are stored at the grid points; and pressure alone is stored at the 

+ 
p 

u,v, T, � 

x=xmax 
u= vx = 0 
Tx = �x =0 
(symmetry) 
 

Staggered mesh 

y=0: u= v =�y =0, T = Tw 
(wall) 

y=ymax: uy= vy =�y =0, T = Tsat 
(free surface) y

x=0 
u= vx = 0 
Tx = �x =0 
(symmetry) 
 

x



    

cell center as shown in Figure 1. The diffusion terms are considered implicitly and the convection 
and source terms are considered explicitly in time. For spatial approximations all terms are 
considered using second order central difference and the convection term by a second-order ENO 
method described by Chang et al. 14 to prevent numerical oscillations. The pressure and velocity 
are solved in a sequential manner by the procedure described in Selvam15.  
 
The discretized equations from the momentum, energy and pressure equations are symmetric and 
they are solved by the preconditioned conjugate gradient procedure (Ferziger and Peric16) in an 
iterative form. The iteration is done until the average residue for each node is reduced to less than 
10-9. This amount of accuracy is needed because of high density difference between liquid and 
vapor. After assuming initial position for distance functions, at each time step the equations are 
solved sequentially in the following order: 
 

1. Solve the momentum equations, Eq. (1) for velocities 
2. Correct the velocity to take the pressure effect 
3. Solve the pressure Poisson equation to satisfy continuity 
4. Update the velocities to include the new pressure effect 
5. Solve temperature equation Eq. (2) 
6. Solve the distance function Eq. (7) 
7. Reinitialize the distance function as per Eq. (8) and go to next time step 

 
During the computation, time steps were chosen to satisfy the Courant-Fredreichs-Lewy (CFL) 
condition, �t �min (h/(|u|+|v|), 10-6). This was done because of the explicit treatment of the 
convection terms and the condition that the numerical results should not change if the time steps 
are halved. 

RESULTS AND DISCUSSION 

Lin and Ponnappan4 conducted spray cooling experiments using FC-72 for different Tsat. As an 
example Tsat = 53 ° C case is considered. For this temperature, the computed reference values 
are: reference length lr =736.2 �m, reference velocity ur = 85 mm/s, reference time tr = 8.66 ms 
and  �T = 10 ° C. The density ratio of liquid to vapor (�l/�v) is 138 and other nondimensional 
numbers are: Re= 218, We=1.0, Pe = 2050 and Ja =0.127. For initial study, the parameters 
considered are:  �l/�v = 20 , Re= 200, We=1.0, Pe = 1000 and Ja =0.1. Low density ratio is 
considered to reduce computer time and to avoid numerical instability. The computed results for 
higher density ratio has similar trend as low density ratio but the time step needs to be much 
smaller. Further study in the future will consider higher density ratios in detail. 
 
Time steps considered are 5x10-6 (43.3 ns) and 1x10-6 (8.66 ns) nondimensional time. The 
computational domain considered are 0.1 units x 0.1 units which is equal to 73.62 �m x 73.62 
�m. The computational domain is discretized by 51x51 and 101x101 mesh at this time. The 
101x101 mesh is considered to compare the results from 51x51 mesh and to evaluate the 
convergence. Most of the runs are made using 51x51 mesh. The smallest grid size varied from 
7.362 �m to 14.724 �m. 



    

MODELING A BUBBLE AT A DISTANCE FROM THE WALL 

In Selvam5 and Selvam et al.6 the whole computational domain is assumed to have liquid and the 
vapor bubble is assumed to grow at the origin. The initial bubble size is assumed to have a radius 
of 0.02 units which is about 10 grid points. The temperature is assumed to be Tsat everywhere 
except at the wall T= Tw to start and the model is allowed to run for 80,000 time step (692.8 �s) 
with a time step of 1.x10-6 (8.66 ns) nondimensional time. The average Nu decreases with time 
and at the end of the 692.8 �s the average of Nu at the wall was 50 and the radius of the vapor 
bubble was 0.034 units. When considering nucleate boiling in a thin liquid film of 73.62 �m in 
gravity; there is not much room for the vapor bubble to grow and depart into a pool of liquid. Son 
et al.10 reported that the bubble diameter to be varying from 2.5 mm to 3 mm from both 
experiment and computer modeling. In a thin liquid film, there is not enough space for a vapor 
bubble to grow to its fullest extent. Before that happens, the bubble bursts and merges with vapor 
on the top of the liquid layer on its own or due to the impact of a spray droplet. Hence, the 
present modeling study carried out to show the increase in Nu when a small bubble is at a little 
distance away from the wall.  
 
In the same computational domain of 0.1x0.1 dimensionless unit, a bubble with radius of 0.04 
units is kept at 0.05 units from the wall as initial condition. Temperature is assumed to be Tsat 
everywhere except the wall to start and the model is allowed to run for 80,000 time steps (692.8 
�s) with a time step of 1x10-6 (8.66 ns) nondimensional time. The final velocity vector diagram 
and temperature contour plot are plotted in Fig. 2. 
 

 
Figure 2. Veocity vector and temperature contour diagram for bubble in FC-72 at a 

distance from the wall after 692.8 �s. 
 
 



    

 
Figure 3. Variation of average Nusselt number over the hot surface with time for up to 

692.8 �s and instantaneous Nusselt number along the hot surface at 0.08 dimensionless time 
(692.8 �s) 

 
The bubble in Fig. 2 has a radius close to 0.035 units which is less than 0.04 units to start with. 
Initially it is assumed that the velocity in most of the domain is zero. Hence the flow evaluation 
in time with temperature to satisfy the governing equation could have caused this change. The 
temperature boundary layer propagates in time and the depth reached about 0.03 units on the far 
right as shown in Fig. 2. This depth is similar to bubble growth in Selvam et al. 6 at the same 
place. At the same time close to bubble one can see clearly a thin boundary layer of 0.006 units. 
The average Nu at the wall for the bubble growth case and bubble at a distance case are shown in 
Fig. 3. The average Nu decreases with time because in the initial stages when time t is small the q 
is very high due to transient conduction as explained in Selvam et al.6. Here one can see that the 
Nu for the bubble being at a distance from the wall is higher than the bubble growing on the wall 
case. When the bubble is away from the wall the minimum Nu is about 70 whereas for growing-
bubble case it is 50. The Nu distribution along the wall at 0.08 units of time is also plotted in Fig. 
3. The Nu is around 200 on the wall in the region below the bubble and in other areas it is around 
50. So the bubble creates a thin thermal boundary layer. A similar trend is reported by Son et al. 
10 when a bubble grows and departs. Collapsing the bubble by liquid droplet impact or moving 
the bubble from the nucleation site by other means only can bring cooler liquid close to the wall 
that can achieve higher Nu in the order of 200 as reported by Lin and Ponnappan4.  

MODELING A DROPLET IMPACT ON THIN LIQUID FILM 

 
To study the impact of droplet on thin liquid film with vapor bubble growing, a vapor bubble 
with radius 0.055 (40.491 �m) units in a liquid layer of 0.06 (44.172 �m) units is considered as 
shown in Fig. 4. A droplet diameter of 0.06 units falling down with a speed of 30 (2.55 m/s) units 
located at 0.13 units from the hot wall is considered. The droplet is assumed to fall right over the 
vapor bubble growing. Other cases will be considered in future work. These parameters are close 
to the 40 �m diameter of spray falling with a velocity of 10m/s reported by Baysinger et al. 17 



    

from experiment. The frequency of the falling droplet is suggested to be 1KHz (1 ms interval) by 
Harris18 from observation. The velocity of 2.55 m/s (30 units) considered in the numerical 
modeling is slightly lower than the 10m/s. Even for the velocity of 30 units during impact, the 
maximum velocity in the computational region as shown in Fig. 5 increases up to 70 units which 
is the limit of the computational domain at this time. Further calculations with higher velocity 
will be done in the future. Due to impact, the velocity and flow change considerably and hence a 
computational domain of 0.2x0.2 unit with 201x201 grid size is considered. Computation is done 
with a time step of 5.x10-6 (43.3 ns) for 4000 time steps.  
   

 
Figure 4. Computational region for droplet impact 

 
The computed average Nu and the corresponding maximum velocity in the region with time are 
reported in Figure 5. The average Nu is decreasing consistently from 70 to 20 during the impact 
because the droplet could not break the bubble. The shape of the liquid and vapor layers before 
and after impact are presented in Figure 6. The corresponding average Nu and maximum velocity 
in the region for Figures 6(a) to 6(d) are (68.4, 57.3 units), (64.8, 31.44 units), (60.0, 30.1 units) 
and (11.4, 13.8 units) respectively. The maximum velocity in the region is around 70 as reported 
in Figure 5. This may be close to the situation of Fig. 6 (a). As the droplet falls down where the 
thickness of the liquid film is thin, the newly added liquid attaches to the liquid film and provides 
more strength to the film as shown in Fig. 6(b). Thus only the vapor evaporates at the bottom but 
the new liquid could not replace the old one. The Figure 6 illustrates how the liquid drop spreads 
outwards on the top of the liquid layer and compresses towards the wall. Other positions of 
droplet falling and its impact on heat removal will be reported in the future.  



    

   
Figure 5. Variation of average Nusselt number over the hot surface and maximum velocity 

in the computational region with time up to 0.013 units (112.6�s). 
 
 

 
Fig.6 (a) 0.0022 units of time (b) 0.003 units of time 



    

 
Fig. 6 (c) 0.0039 units of time (d) 0.015 units of time 

Figure 6. Shape of the liquid and vapor layer at different times during droplet impact 

CONCLUSIONS  

Numerical modeling of multiphase flow using level set method is discussed. The computer 
model is used to study the heat transfer mechanism in thin film of liquid with vapor bubble at a 
distance from the hot wall. From the study one can observe that when the vapor bubble is just 
above the wall can transport more heat than when the vapor is growing on the wall. Preliminary 
study on the impact of liquid droplet on a thin liquid film with vapor bubble growing is reported. 
In the present study, it is observed that the vapor bubble could not be broken with a low velocity 
directly hitting spray droplet. Further study of impacting the droplet at other locations around the 
vapor bubble and velocity effects are needed to understand the high heat transfer mechanism in 
the spray cooling.   
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NOMENCLATURE 

cp specific heat at constant pressure 
g gravity vector 
H step function 
h grid spacing 
hfg latent heat of evaporation 
Ja  Jacob number = cpl �T/ hfg 
k thermal conductivity 
lr characteristic length 
�/g(�l- �v) 
m mass flux vector 
Nu Nusselt number q lr /(�T kl)  
p pressure  
Pe  Peclet number = �l ur lr cpl /kl 
Pr  Prandtl number = cpl �l /kl   



    

q heat flux 
Re  Reynolds number = �l ur lr /�l 
T temperature 
T* dimensionless temperature (T-Tsat)/(Tw-Tsat) 
�T temperature difference Tw -Tsat  
t time 
tr characteristic time lr / ur   
u velocity vector (u,v) 
uint interface velocity vector 
ur characteristic velocity 
glr 
We  Weber number = �l ur

2 lr / � 
� thermal diffusivity 
� interfacial curvature 
�     dynamic viscosity 
� density 
� surface tension 
� level set function 

SUBSCRIPTS 

int interface 
l, v liquid , vapor 
sat, w saturation, wall 
 
 
 
 
 


